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Abstract— Many people worldwide are suffering from brain tumors. A brain tumor is a very serious 

disease. For instance, many people die due to having it. It is not restricted for people who are old. In 

fact, many young people suffer from it. Such a tumor refers to the abnormal growth of cell within the 

brain cranium. Such growth shall negatively affect the brain’s functions. It should be noted that most 

of the people who have brain tumor die because their tumor isn’t detected. 

Brain tumor can be detected through using positron emission tomography (PET), X-ray, magnetic 

resonance imaging (MRI), computed tomography (CT). It can be also detected through using 

medical ultrasonography, and single-photon emission computed tomography (SPECT). 

Through this study, the image processing techniques are employed through using the magnetic 

resonance image (MRI). They are employed to detect brain tumors. The MRI technique provides 

health workers with high quality images for the body parts. This technique is often used when 

treating patients who suffer from tumors. In order to locate the area that has a brain tumor, separation 

of cells from the nuclei is necessary. That can be done through segmenting the image. There are 

different techniques and algorithms that can be used for segmentation. 

Manual segmentation of many MRI images of brain tumors is uneasy and takes a long time. Thus, 

segmentation the brain tumor automatically is necessary. The aimed of this study to submit a review 

of the methods of brain tumor segmentation based on MRI. Thus, the researcher aimed to examine 

some of the algorithms that are proposed for image segmentation. 

Keywords— Detection; Magnetic Resonance Imaging; Tumor; Segmentation; Brain. 

 

I. INTRODUCTION 

Brain is a very important part of one’s body. It is characterized with being spongy. It also 

contains many cells. Every cell is responsible for carrying out a specific function.  Brain cells grow 

and divide to form other cells. However, in many times, these cells grow and divide in an abnormal 

manner. That shall lead to having a tumor [1].  

Brain tumors can be classified into several types. The first type is: Benign Tumor (i.e. non 

cancerous). The latter kind of tumor grows slowly. It is considered non-cancerous. In other words, it 

doesn’t spread to the surrounding tissue [2]. The second type is the malignant tumor (i.e. cancerous). 

The latter kind of tumor is cancerous. In other words, it fulminates to the tissue that is around it. 

Malignant tumors grow quickly. It should be noted that cancerous tumors can be classified into two 

types; primary and secondary. The brain is considered the starts point of primary tumor. As opposed 

the secondary type spreads from somewhere else. 

  

Imaging tumors in a highly accurate manner has a great and important effect in the process of 

diagnosing tumors. Tumors can be imaged through high resolution techniques, such as: MRI, CT, 

PET and more. Examining the visceral structures of the human body and tissues using MRI is 
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considered an important mean. It is highly used by health workers because it provides images of high 

quality. MRI images can be taken for the brain and cancerous tissues. The quality of MR images 

surpasses the quality of the images taken through other techniques, such as: X-Ray or Computed 

Tomography (CT) [3]. MRI is highly used in the medical field. It aims to produce images through 

using strong magnetic field and radio waves of the body. That shall help health workers in examining 

the body’s structure and tissues. 

Image segmentation aims to divide an image into multiple part. That is done to concentrate on 

the infected area. That shall facilitate the process of planning treatment. Image segmentation shall 

help health workers in identifying the tumor’s size and location. Brain tumor segmentation is 

commonly used in the medical field for analyzing the tumor mass quantitatively. That is done in the 

aim of identifying the tumor’s growth throughout time [4]. Many efforts have been exerted in recent 

years for obtaining results similar results to those obtained by physicians through using human-free 

intervention methods. 

In the present paper, methods of preprocessing and enhancement are discussed. The researcher 

shall also identify and discuss the segmentation methods and clustering techniques. 

II. Related Work 

Banerjee et al. (2015) aimed at presenting a tumor segmentation method for MRI images. This is 

because this division takes time and requires a lot of effort by health workers. Thus, the latter 

researchers aim to propose an algorithm for detecting the location, perimeter, midpoint, and 

abnormal tissue boundaries. The determination of the output of the abnormal and segmented areas 

and the boundaries of the abnormal areas affects the diagnosis and planning of treatment. The 

proposed method provides useful results for different types of MR images. The proposed algorithm 

is an effective way to segment brain tumor images. They have proposed an algorithm to detect the 

presence of a brain tumor based on threshold technique. The brain images are segmented to detect 

the presence of any tumor. They were also able to determine the midpoint of the tumor and the 

circumference of the tumor. The researchers developed a new, automated, image-based method of 

tumor detection in two-dimensional magnetic resonance imaging scans [5]. 

 

Mustaqeem et al. (2012) aims to detect brain tumor through the use of medical imaging techniques. 

The main use of technology is the technology of segmentation. Use this latter technique by using a 

method based on threshold segmentation, watershed segmentation and morphological operators. The 

effectiveness of the suggested dissection method was tested with MRI scans of human brains. The 

latter method enables health workers to locate the tumor through the images. Sample was selected. It 

consists of images of the human brain. They were taken through the use of magnetic resonance 

imaging (MRI) technology. After that, they were processed through segmentation methods. This has 

resulted in effective results [6]. 

 

Samriti and Singh (2016) use the image segmentation method. Hybrid technology consisting of two 

different technologies (ie watershed and Contrast) techniques was used. This technique is used to 

detect the presence of any tumor in the image. It was found that the method of segmentation used 

high-precision results compared to the results obtained through other methods [7].  

 

Ming Ni Wu et al. (2007) the aim is to suggest a color based segmentation method. The latter 

method uses the K-means technique to detect the presence of a tumor in magnetic resonance imaging 

(MRI) images. The latter method aims to convert an MR image with a specified level which is gray 

to the image with the color space. After that, the tumor is separated from other elements that appear 

on the MR image. This is done by first: using K-means clustering, second: using histogram 

clustering. The proposed method integrates color translation, histogram clustering, and K-means 
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clustering, therefore provides accurate results. It also enables health workers to determine the exact 

size of the lesion area [8]. 

 

Patil et al. (2017) aims to propose different techniques for the detection and segmentation of brain 

tumors in the form of MRI. To do this, use different techniques, such as: SOM Clustering, k-mean 

clustering, Fuzzy C-mean, and curvelet transform techniques. The discovery and segmentation of 

brain tumors from MRI can be found by using different methods [9]. 

 

Shijin and Dharun (2017) the proposed FCM algorithm is associated with texture pattern matrix to 

segment the region of interest (ROI). The proposed MRI segmentation technique of the brain is 

effective, and its computational complexity is not high. The suggested method was a tissue analysis 

to improve the efficiency of segmentation of brain tumors. The accuracy of the results obtained 

through the proposed method is accurately compared to the results obtained through the FCM and 

manual reference. This is done to check the accuracy and other parameters. The method shows the 

highest values for PSNR, Dice Coefficient, Correlation, quality and accuracy. MSE is considered 

low compared to FCM [10]. 

 

Srujana et al. (2016) produce a new segmentation algorithm called fuzzy level, this algorithm is 

adopted the segmentation of the medical image and has been implemented in automated manner, the 

initial level set function is a fundamental benefit of fuzzy clustering the algorithm. Spatial 

information is used for improvement and is very important. Therefore, the evolution of the level 

group will begin from an area close to the real boundary. This search was based on two types of 

images first a healthy brain image; the second type is the tumor image these image is tested and 

parameters are calculated from both procedures then tumor location has been traced when these two 

parameters are compared in the tested image [11]. 

 

III. THE SYSTEM’S METHODOLOGY 

 
The proposed method is illustrated in figure (1). First, the MR images are uploaded. After that, the 

Enhancement Methods are used. These methods are Contrast Adjustment Methods: Histogram 

Equalization, Unsharp masking and Adjust Image Intensity Values. In addition, the Remove Noise 

Methods are used which include 2-D Median Filtering and Wiener Filtering. 

Segmentation Methods: Thresholding approach, Watershed approach, Region-based approach, and 

Genetic Algorithms. Clustering Methods: K-mean, and Fuzzy C-mean approaches.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
                             

                                                                
  Figure 1. Basic steps diagram of brain tumor detection  
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                                                              Table 1. Description of the Contrast Adjustment Methods 

 

3.1 Image Enhancement 
       Analyzing medical image 

requires using preprocessing and 

enhancement techniques. That is 

because of the noise present on the 

MR images. Preprocessing and 

methods of enhancement are used to 

make the accuracy of the detection 

of the suspicious region in MR 

images is better. The strategy of 

preprocessing and enhancement 

methods is represented in the 

removal of noise from the MRI. That 

is done through using Median 

filtering and Weiner filter 

techniques. Then contrast 

adjustment. That is done through 

using Unsharp masking, Histogram 

Equalization and Adjust Image 

Intensity Values. 

      After the second step, the image 

shall be free from any distortion and 

clear. The image shall have high 

quality and contrast level. That can 

be seen through table 1.2. Software 

is used as a Matlab tool. 
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                                                                                        Table 2. Description of the Remove Noise Methods 
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3.2 Segmentation Methods 

 

        Segmentation is an important process to extract the suspicious area from complex medical 

images. Image segmentation is the basic step and most important tasks for image analysis. Medical 

imaging has been widely disseminated in areas as diverse as patient governance, treatment 

management planning, and integrated computer surgery. Automatic detection of brain tumor through 

MRI can provide valuable and accurate look for early detection of brain tumors [12]. 

 

       There are wide methods of Segmentation, called; Edge-based approach, Threshold approach, 

Region -based approach, Entropy Based Segmentation, Patch-Based, Active Contours, Bayesian with 

HMM & SVM, Random Decision Forests and Density Forest, Multi-Fractal Texture, The Graph 

Cuts on the Markov Random Field, the Watershed, Closely Linked Associated Pixel ,Geometric 

Transformation Invariant, Bounding Box, Support Vector Machine [13], the Snake method and the 

level Set method [14], Clustering (K-means, Fuzzy C-means, Hierarchical Clustering and Mixture of 

Gaussians) [15]. 

 

3.2.1 Thresholding Approach 

 

Sometimes it is important in addition to having to separate the area that is most concerned about 

the background. The threshold provides an easy and suitable way to implement this action by 

disconnect between the background and the foreground. This is done by set the amount of the 

selected threshold; the pixels with a value greater than the threshold are set as white and consider as 

output from the image but the pixels with the value less than the threshold are set as black. Basically 

they provide a binary image. Thresholding is one of the Procedures of image Segmentation.  

thresholding depends on filtered image as an input [16]. 

 

The threshold makes it possible to distinguish pixels in an image. The border can be applied to 

images with gray or colored images. In this discussion, grayscale images are used. At the threshold, 

the pixel density is set, by taking the given value for reference, the low density pixels will become 

zero and the rest of the pixels will become 1. 

The result is a binary image that contains black and white pixels. 

 

 
 

M (i, j) is a result image after thresholding, X (i, j) is an image of the previous operation and Y is any 

constant intensity value [17]. 

There are different kind of threshold methods such as Local Threshold, Ousts Threshold and Global 

Threshold. Implement the program mechanism for the types of Threshold methods described in table 

3,4. 
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                        Table 3. Description of the Steps to Perform Otsu_Thresholding Segmentation 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 Table 4. Description of the Steps to Perform Local Thresholding Segmentation 

Steps to Perform Otsu_Thresholding Segmentation 

Original Image Gray Image 
Removes Noise 

by Applying 
Wiener Filter 

Apply 
Morphological 

Top-Hat Filtering 

    

Enhance Contrast 
: Sharpen Image 
using Unsharp 

Masking  

Binary image by 

Thresholding 

Erode Image by 

Erosion 

Image after 

Remove Small 

Objects 

    

Steps to Perform  Local Thresholding Segmentation 
Original Image Gray Image Removes Noise by Applying Wiener Filter 

  

 

Apply Local 
Thresholding 
Segmentation 

Image After Morphological 
Erosion( Erode Image) 

Image After Performs Morphological 

Dilation( Dilate image) 
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3.2.2 Region-Based Approach  

The Region growing is a procedure that aggregates pixels or aggregates sub-regions in larger 

regions based on previously criteria. Seeds It is considered as an additional input for seed region 

growing. 

Set of seed points is represented the start in this approach and region development by applying 

the adjacent pixels to each seed type that has similar seed characteristics [18].  

The Seeded Region Growing method for brain detection was described below [19]. 

1. k is represented the input image; seed point can be obtained from select (i, j); maximum intensity 

distance can be expressed by m; k (i, j) is represent the mean of region. 

2. a certain threshold (m) will be set; and stop the growth of the region that we started when the 

specified condition is reached which states that the distance between mean of the region and the new 

pixel should exceed the threshold(m). 

3. 4 new neighbors will be added. 

4. We experience the segmented area, and if it inside and secondly not already part from of the tested 

area, we would add a neighbor. 

5. Pixels will be added to the region as long as those pixels have density to the nearest mean of the 

region value. 

6. The new mean will be calculated for this region. 

7. The coordinates of the pixel i and j will be saved (for the neighbor add process). 

8. Return 2, This process continues until the stop condition is achieved which it is either the 

termination criteria have been verified or all pixels have been checked. The result of the 

previous steps will be a specific 

set of connected pixels and the 

location of these groups is within 

the region of interest. Perform 

the program mechanism for the 

Region-Based method as shown 

in table 5. 
  

 

 

 

 

  Table 5. Description of the Steps 

to Perform Segmentation by 

Region Growing from Seed Point 

 

    

 

  

 

 

 

 

 

 

 

 

 

 

Steps to Perform   Segmentation by Region Growing 
from Seed Point 

Original Image 
Gray Image & get  
Position Region 

Apply Region Growing 
Segmentation 

 

   

Region Extraction  
Image After Performs  

Morphological 
Operations 

Image After  Performs  
Region Extraction 

"RGB" 
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3.2.3 Watershed Segmentation Approach 

Watershed method is a gradient based on segmentation, a gradient map of the image. The main 

result obtained from watershed segmentation is catchment basins and ridges that achieve a desired 

result [20]. One of the segmentation methods discussed in this work was segmentation of watersheds, 

a classic process of image segmentation. The watershed segmentation technique divides any image 

as a different density, as well as cancer cells have a high proportion of liquid protein, which has a 

very high value of density and therefore a very high value density. 

The best tool of segmentation can be the watershed method and can be used for the classification 

of tumors and tissues with high brain density. Watershed segmentation can be divided into very 

narrow density [14].  

The steps in this algorithm are follow: 

1. The process of reading input image. 

2. The image that have been read converts to a gray level. 

3. Calculate all foreground marks (dots and pixels connected). 

4. Calculation of background marks. 

5. Calculate the watershed conversion from the segmentation function. 

6. Output the image. 

Implement the program mechanism for the Watershed Segmentation method as shown in table 6. 
 

Table 6. Description of the Steps to Perform Watershed Segmentation 

Steps to Perform Watershed Segmentation 

Original Image Gray Image 
Removes Noise by 
Applying Wiener 

Filter 

Apply Morphological Top-
Hat Filtering 

Enhance Contrast : 
Sharpen Image 
using Unsharp 

Masking 

     

Binary Image by 
Thresholding 

Erode Image by 

Erosion 

Compliment 

Image 

Compute distance between 

every pixel to every non-

zero pixel for apply 

Watershed Segmentation to 

get the labelled image 

Convert The  
Labelled  Image To 

RGB 
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          3.3 Clustering Methods 

3.3.1 K-Mean Clustering 

         The clustering is well-known problem and there is a simplest algorithm that is used to solve 

this problem which is Unsupervised Learning called K-means. The object of K-means is reducing an 

objective function (a squared error function). The equation that explains the objective function: 

 

 
 

Where  is represented  a measure distance that  is a chosen from a data point  to the 

cluster centre. The distance of the v data points to their respective cluster centres Called as , which 

is treated as an indicator. 

  The steps of these algorithm as following: 
1. Put a w point in the area which can be expressed by the collected object the initial group 

(Centroids) that is set up from the start can be expressed by these points.  

2. Each object well be assign to the group which in turn has the nearest centroid. 

3.  After sure from that each objects in image are set, the w centroids location well be calculating 

again. 

4.  The second steps and the third step well be repeat and it will stop if the centroids do not move 

then the groups that consisting of the objects that are separated, subsequently the metric to be 

reduced can be calculated. 

Other things the end of the procedure always get her as shown. The arrangement that is ideal cannot 

be adopted by the k-means algorithm in order to find it which in turn will be conformable the 

minimum of global objective function. The effect of high sensitivity by algorithm for the initial 

randomly selected cluster centres can be reduced by repeating the algorithm several times [15]. It is 

considered as one of a simple algorithm that is use to solve many problems.  

Implement the program mechanism for the K-means method as shown in table 7. 
 

Table 7. Description of the Steps to Perform k-means Clustering 
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3.3.2 Fuzzy C-Means Clustering 

          In the field of using the images as a tool, we have several works on them like classification or 

pattern recognition, also segmentation, Fuzzy Clustering method is essentially used for it.  In this 

algorithm one fuzzy set can belong to more than one set the value of a partial membership well be 

given to each pixel of the image [20]. 

 

The steps in the algorithm are as follows [21]: 
1. the process of reading input MR image. 

2. the RGB that have been read converts to a gray level. 

3. For FCM, specify the iterations and also another number should be specified which it is clusters. 

4. The size of the image will be get. 

5. The input image that is in the form of a matrix is converted to vector. 

6. Randomly select the center of cluster k. 

7. Calculate the centre of the fuzzy (vector) using this equation. 

 

 
 

8. The fuzzy membership function is calculated using formula which measures the distance in the 

equation provided. 

 

 
 

9. The repeating steps 7 and step 8 will stop when the lowest value is obtained and that is done by 

executing the following equation. 

 

 
 

Where, 

y -  it is any real number > 1, 

- it is degree of membership of s; in the cluster j,  

- it is data measured in d-dimensional, 

 - it is d-dimension centre of the cluster (vector), 

The update of Fuzzy membership  and the cluster 

10. Departure or completion is done if the condition of the equation is met but will be referred to step 

seven in case the condition is not met. 
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11. The final clustered image will be form by reshape and map the respective pixels, which these 

pixels were obtained by gather the membership grades and values of clusters represented on class. 

 

      The advantages of this algorithm are better from the advantages of k-clustering when comparing 

the results of overlapping data sets but it has disadvantages of the longer process a consequence from 

scanning redundancy plus that's sensitive to the noise [21]. 

Implement the program mechanism for the Fuzzy C-Means Clustering as shown in table 8. 
 

Table 8. Description of the Steps to Perform Fuzzy C-means Clustering 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

3.4 Genetic algorithms (GA) 

 

      The Genetic Algorithms (GA) is on of algorithms that have applied in some of the works that 

special in the field of processing the image and segmentation in particular. Since partition can be 

seen as a process that detects optimal image segmentation depending on a standard, to achieve the 

goal of this detecting, using of the algorithm mentioned is considered an appropriate method applied 

to the image. In fact, if area that are searched for is an important and the standard for improvement It 

is numerical and complex, the effectiveness of the algorithm is specific. This always happens in the 

area of processing applied to the images because the algorithm has features like uses some of 

different thresholds and the window used for analysis, in addition to the optimal number of areas 

which will be segmented also can be determined [22].  

For the above reasons the algorithm is considered one of the useful algorithms, and this reasons are 

the most important advantages It can even be its main advantages. 

 

 

Steps to Perform  Fuzzy C-means Clustering 

Original Image Gray Image 
Removes Noise by 
Applying Wiener 

Filter 

Enhance Contrast : 
Sharpen Image using 

Unsharp Masking 

    

Image after Fuzzy  
C-means Clustering 

Erode Image by 

Erosion 
Image after Remove Small Objects 
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IV.    RESULTS & DISCUSSIONS 

The discovery of brain tumor is a great help for physicians and the convenience of medical 

imaging and the industries that produce MRI and Computed Tomography.  

 We have introduced different techniques for detecting brain tumor MRI. These techniques have 

been used to assess their effectiveness as a tool for segmentation. The output results were then 

compared to all the techniques after segmented with each other. 

Each methodology has some disadvantages and may work with some images and may not work for 

some images as shown in table 9. 
 

Table 9. Description of the Comparison of Implementation of Brain Tumor Detection Techniques 

 

 

 

 

 

 

 

Comparison of Implementation of Brain Tumor Detection Techniques 

Original Image  
  (1) 

Original Image 
(2) 

Original Image 
(3) 

Original Image 
(4) 

Original Image 
(5) 

Original Image 
(6) 

 
 
 
 
 
 
 

 
 

    
 
 
 

 

 

Otsu_Thresholding 

Image(1) 
Local Thresholding                                

Image(1) 
Watershed  

Image(1) 
Region Growing 

Image(1) 
k-means      
Image(1) 

Fuzzy C-means 
Image(1) 

 
 
 
 

 
 
 
 
 
 

     

Otsu_Thresholding 

Image(2) 
Local Thresholding                                

Image(2) 
Watershed  

Image(2) 
Region Growing 

Image(2) 
k-means      
Image(2) 

Fuzzy C-means 
Image(2) 
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Otsu method: The tumor can be extract from the image successfully. However, this method 

sometimes misses the relevant parts located in image or sometimes taking into consideration the 

unwanted parts located in image. Therefore, there may be cases where only part of the tumor can be 

extracted or some areas of the skull may be displayed along with the tumor. The areas presented are 

fully dependent on global threshold values. 

larger objects will be segment from background and if the histogram is unimodal or close to 

unimodal the segmentation will fail; this process is done by Otsu method. 

 

Otsu_Thresholding 

Image(3) 
Local Thresholding                                

Image(3) 
Watershed  

Image(3) 
Region Growing 

Image(3) 
k-means      
Image(3) 

Fuzzy C-means 
Image(3) 

 
 
 

 
 

 
 
 
 

     

Otsu_Thresholding 

Image(4) 
Local Thresholding                                

Image(4) 
Watershed  

Image(4) 
Region Growing 

Image(4) 
k-means      
Image(4) 

Fuzzy C-means 
Image(4) 

      

Otsu_Thresholding 

Image(5) 
Local Thresholding                                

Image(5) 
Watershed  

Image(5) 
Region Growing 

Image(5) 
k-means      
Image(5) 

Fuzzy C-means 
Image(5) 

 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

    
 
 
 
 

Otsu_Thresholding 

Image(6) 
Local Thresholding                                

Image(6) 
Watershed  

Image(6) 
Region Growing 

Image(6) 
k-means      
Image(6) 

Fuzzy C-means 
Image(6) 
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Local thresholding: The threshold values are determined locally by dividing an image into sub-

images and calculating the threshold value for each segment. The local threshold takes time to 

calculate more than the global threshold. The result is satisfactory in the background differences in 

the image. Only small areas can be extracted. 

 

Region Seed Growing: This requires a seed point selected by the user and removes all the pixels 

associated with the seed. It is used to extract a connected image area according to predefined criteria. 

These specific conditions can be based on the density or border information in the image. The 

selected hand treatments for the seed point are the major drawbacks in this region growing. The area 

that needs to be extracted, the seed must be grown. 

 

Watershed Segmentation: The problem arises in some images, where small parts of the outer 

regions are displayed around the tumor with the tumor. This can be improved by setting a better 

threshold value. 

 

K-Means Clustering: The initial values that are found for the cluster central are considered 

important factors affecting performance of the algorithm. Therefore, the algorithm mentioned above 

must be tested for different results with different primary cluster centers by multi-run. K-means 

algorithm is fast, powerful and easy to understand. It also gives a better result when the data set is 

separated well from one another. However, if there is very overlapping data, the k-means will be 

weak to resolve two groups. 

 

Fuzzy C-Means Clustering: Membership will be assigns to each data point that corresponds to each 

group of groups based on the distance that is calculated between the data point and the group center. 

This procedure is done by the algorithm which we now make clear. The data point which are close to 

the center of the cluster is more natural towards a specific center. In general, membership must be 

equal to 1. After each recurrence, the membership and group centers are refreshed. Here, the data 

point can belong to more than one group center. The main disadvantage of the FCM is first, the total 

value of the data point membership must be in each set, but external points have a larger membership 

value. Therefore, the algorithm has difficulty dealing with external points. Second, given the impact 

of all data members, the group centers tend to move towards the center of all data points. They only 

perceive the density of the images resulting in unsatisfactory results in noisy images.  

 

In this study, an overview of the methodology of detection tumors different brain MRI. Despite 

massive research, there is no universally acceptable way to detect brain tumor MRI, because the 

result of image segmentation is influenced by many factors. So there is no one way that can be 

considered good. All methods are good for both a particular type of image. As a result, the 

segmentation of brain tumors in MRI is still a difficult problem in image processing. 

 

 

V.   CONCLUSION 

      Segmentation an MR image is an important but difficult problem in itself in handling medical 

images. In this paper, different ways of detecting MRI are discussed, and the implementation of its 

program, its advantages and disadvantages are discussed.  Quality of segmentation algorithm applied 

to several MRI brain images of the same type does not have to be equal. It is therefore very difficult 

to come up with a general method of segmentation that can be commonly used in all brain imaging 

images of MRI. 
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