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Abstract—Automatic analysis of handwritten scripts is rapidly becoming an area of intense interest 

in computer vision and artificial intelligence research communities. In this paper an approach is 

presented for Arabic handwritten recognition of 58 Arabic characters including the beginning 

characters, ending characters and some of middle characters.  The approach utilizes the hybrid 

transform in which consists of two transforms; the Wavelet transform and the discrete cosine 

transform (DCT). The approach suggested includes many steps such as preprocessing, feature 

extraction and clustering. In feature extraction phase the Wavelet transform and the discrete cosine 

transform (DCT) were implemented, in the clustering phase the Self Organizing Feature Map 

(SOFM) produced by Kohonen was implanted.  Topological ordering patterns produced by Kohonen 

Self Organizing Feature Map, in which implemented on feature extracted for each of 58 Arabic 

characters used. The map will compute the topological relationship between the particular hand 

written character feature. The method tested using a new comprehensive Database of hand-written 

Arabic Words, Numbers, and Signatures. 

Keywords—DCT, DWT, Arabic character handwritten recognition, SOFM 

I.    INTRODUCTION 

The task of handwriting recognition is the transcription of handwritten data into a digital format. The 

goal is to process handwritten data electronically with the same or nearly the same accuracy as 

humans. By doing the processing with computers a large amount of data can be transcript at a high 

speed. The field of Arabic handwriting characters recognition is divided into the sub-fields of on-line 

and off-line. In on-line recognition special devices are used to track the movement of the pen and the 

temporal information is recorded. In off-line recognition an image of the handwritten text is scanned 

and recorded. The major difference between the two types is that online characters recognition has 

real time contextual information but offline characters recognition does not .This difference 

generates a significant divergence in processing architectures and methods. 

In general off-line recognition is considered the more difficult task, because of the lack of temporal 

information. It is possible to construct the image of the handwriting using the information of the 

movement of the pen; however it is not possible to reconstruct the information of the movement of 

the pen using only the image. In this thesis the task of off-line handwriting recognition is considered. 

Off-line Arabic handwritten character recognition involves numerous challenges owing to the 

complexity and ambiguity in styles of writing. There are main characteristics for Arabic writing. One 

of them is that in contrast to Latin text, Arabic is written right to left, rather than left to right. This is 

perhaps more significant for a human reader rather than a computer, since the computer can simply 

flip the images. The another characteristic is that different Arabic characters may have exactly the 

same shapes, and so are distinguished from each other by the addition of complementary characters 

(the position and number of the associated dots). Hence, any thinning algorithm needs to deal 

efficiently with these dots without changing the identity of the character. As well as that the shapes 
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of the letters differ depending on whereabouts in the word they are found. The same letter at the 

beginning and end of a word can have a completely different appearance.  

There are many studies that interest in characters handwritten recognition can be shown in the survey 

of studies [1]. From these studies, Asiri and Khorsheed [2], Mowlaei, et al [3], Shanbehzadeh, et al 

[4], Alaei, et al [5], Hamdi, et al [6], Dehghani, et al [7], Sabri [8]. There are other studies (see [9]) 

such as MAJIDA  ALI ABED HAMID ALI ABED ALASADI 2005[10], Mohammed Z. Khedher, Gheith A. 

Abandah, and Ahmed M. Al-Khawaldeh2005 [11], Ivan Dervisevic [2006][12], M. Seijas, Ana M. 

Ruedin[2007][13], Chirag I Patel, Ripal Patel, Palak Patel [2011][14], Sushree Sangita Patnaik and Anup 

Kumar Panda May 2011[15], Dileep Kumar Patel, Tanmoy Som1, Sushil Kumar Yadav Manoj Kumar Singh 

[2012][16], Vijay Laxmi Sahu, Babita Kubde (January 2013) [17], Gurpreet Singh Chandan Jyoti Kumar 

Rajneesh Rani Dr. Renu Dhir (January 2013) [18], Majida Ali Abed, Hamid Ali Abed Alasadi, (August 

2013)[19], Argha Roy, Diptam Dutta KAustav, Choudhury (March 2013)[20], Amir Bahador Bayat[2013] 

[21], Swagatam Das, Arijit Biswas, Sambarta Dasgupta, and Ajith Abraham[22]. 

 

The automatic recognition of handwritten characters could be applied in many areas, for example 

‗form-filling‘ applications (including handwritten postal addresses, cheques, insurance applications, 

mail order forms, tax returns, credit card sales slips, custom declarations, and many others)[23]. 

 

In this paper we presented approach for offline handwritten recognition of 58 Arabic characters 

including the beginning characters, ending characters and some of middle characters. We used in this 

approach the Discrete Wavelet Transform (DWT) and the Discrete Cosines Transform (DCT). The 

method tested using a comprehensive database [24], which contains set of handwritten Arabic words. 

We toke from the comprehensive database many words and segmented them manually into 

characters to be used in our research. 

 

II.    PREPROCESSING 

 

The goal of preprocessing is to increase the quality of recognition, precisely this means that the 

characters are transformed into shapes in which they look like more similar to the class they are 

belongs to.  

The preprocessing involves four main steps, these steps are: 

 

2.1 Segmenting the Words of Database into Characters 

The comprehensive database[24] consist of set of Arabic handwritten words, not characters, and 70 

significant samples of these words had been chosen and segmented into characters using specified 

spinning tool, and the segmented characters had been saved.  

2.2 Converting the Image into Gray 

Another step in the preprocessing is to convert character image type into gray.  

2.3 Image Enhancement 
After that CVIP tools [25], which are a software package for exploration of Computer Vision and 

Image Processing, have been used for applying smoothing operation on the character‘s image using 

mean filter. 

2.4 Image Resize  
Image resize is the last step of the preprocessing, in which an image resize operation had been 

performed on all the images to be of equal size. The new resized image was (20*20) pixel. These 

equal sized images will be entered into the next phase, the features extraction phase.  
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III.    FEATURES EXTRACTION 

Features extraction is considered the most important step in the proposed system, in handwritten 

scripts the features information are extracted from the characters. These information are assisted in 

the classification process. In this research, a hybrid transform consist of DWT and DCT have been 

used to extract the features of the characters. Both DCT and DWT are widely used in the field of 

digital signal processing applications [26]. 

3.1 Discrete Wavelet Transform (DWT) 

DWT is another technique used to extract the features of the characters. It based on sub-band coding 

is found to yield fast computation of wavelet transform [27, 28]. The wavelet transforms are used to 

analyze the signal (image) at different frequencies with different resolutions, to split up the signal 

into a bunch of signals, representing the same signal, but all corresponding to different frequency 

bands, and provides what frequency bands exist at what time intervals. 

Many wavelet families have been developed with different properties [28]. For 2-D images, applying 

DWT corresponds to processing the image by 2-D filters in each dimension. This type of wavelets 

has been used in this research. At each decomposition level, a low-pass filter (LPF) and a high-pass 

filter (HPF) are applied to each row/column of the image to decompose into one low-frequency sub-

band (LL) and three high frequency sub-bands (LH, HL, HH) [29]. Fig. 1 shows decomposition of 

DWT at one level which is implemented in this research. 

 

 
Figure (1) Decomposition of DWT at one level 

 

The LL is known as an approximation of the coefficients and it represents the horizontal and vertical 

low frequency. The sub-band HL is known as horizontal sub-band, it represents the horizontal high 

and vertical low frequency. The sub-band LH is known as the vertical sub-band, it represents the 

horizontal low and vertical high frequency. Finally, the sub-band 

HH is known as diagonal coefficients, it represents horizontal and vertical high frequency 

components. There are many kinds of wavelet transforms which can be applied, such as Haar and 

Biorthogonal, etc. Each of them has its particular properties. Haar transform had achieved the best 

result in Arabic handwriting recognition [30, 31]. When the transform is applied, the low frequency 

coefficients are close to the original image and they contain full details of the image [29, 30]. 
Therefore, these coefficients are used to detect the features of the character image. Figure (2) 

describe DWT applying on character image. 
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                                                              (1)                                             (2)              

 

Figure (2) DWT decomposition for character image: (1) original image (2) single level decomposition 
 

3.2 Discrete Cosine Transform (DCT) 

DCT is a technique that converts image data into its elementary frequency components [26]. It 

concentrates energy into lower order coefficients. DCT has the ability to convert the energy of the 

image into a few coefficients [32]. DCT is purely real, DCT expresses a sequence of finitely many 

data points in terms of a sum of cosine functions oscillating at different frequencies that are 

necessary to preserve the most important features [27]. DCT clusters high value coefficients in the 

upper left corner and low value coefficients in the bottom right of the array (m,n). DCT coefficients f 

(u,v) of f (m,n) are computed by: 
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The higher value DCT coefficients are then extracted in a zigzag fashion and stored in a vector 

sequence. By applying DCT, an image of a character is represented by this vector. Figure (3) 

describes the applying of DCT on character image. 

 

                                                                               
                                                                     (1)                                                 (2)   

 

Figure (3) applying DCT on character image: (1) original image (2) DCT applying image 
 

IV.    CLUSTERING 

 

When solving a pattern recognition problem, the ultimate objective is to design a recognition system 

which will classify unknown patterns with the lowest possible probability of misrecognition. It is 
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well known that, the complexity of a classifier grows rapidly with the number of dimensions of the 

pattern space. Thus, the problem is how to face the dimensionality reduction? An efficient way of 

reducing dimensionality and clustering expression information is to compute the topological 

relationship between these feature vectors. Thus, Self-Organizing Feature Map (SOFM) neural 

network is used, the dimensionality is reduced to two dimensions instead of 256. Also the 

discriminating information regarding the Arabic characters are presented on the Self Organizing 

Feature map in terms of the topological relationship.  

 

Thus, SOFM are responsible for visualizing low-dimensional views of high dimensional data, having 

similar character to multidimensional scaling. SOFM learn to recognize groups of similar input 

vectors in such a way that neurons physically near each other in the neuron layer respond to similar 

input vectors. One of the most interesting aspects of SOFM is that they learn to classify data without 

supervision [33]. During the learning the neurons having weight closest with the input vector declare 

as winner [34]. Based on winning neuron weights of all neighborhood neurons are adjusted by an 

amount inversely proportional to the Euclidean distance. The learning algorithm is summarized as 

follows: 

 

1.  Initialization: Choose random values for the initial weight vectors   ( ), the weight vector being 

different for j = 1, 2,...,l where l is the total number of neurons.  

Wi=                   ϵ     
2. Sampling: Draw a sample x from the input space with a certain probability.  

     X =                 ϵ     

3. Similarity Matching: Find the best matching (winning) neuron i(x) at time t, 0 < t ≤ n by using the 

minimum distance Euclidean criterion:  

i(x) = arg      ‖ x(n) –  ‖ , j= 1,2,….,l  

4. Updating: Adjust the synaptic weight vector of all neurons by using the update formula:  

     W j (n+1) =Wj (n)+ƞ(n)h j,i(x) (n)(X(n)-Wj (n)) 

     Where ƞ (n) is learning rate parameter, and hj, ix(n) is the neighborhood function centered around     

the winning neuron. Both ƞ (n) and are h j, ix (n) varied dynamically during learning for best 

results.  

5. Continue with step 2 until no noticeable changes in the feature map are observed. 

 

V.    EXPERIMENTS AND RESULTS 
 

The experiment is performed throw three main processes (preprocessing, features extraction and 

clustering) as follows:  

1. In the preprocessing many steps are done, these steps include segmenting the words of database 

into characters, converting the image into gray, image enhancement and images resize with size 

(20*20).    

2. The resulting preprocessed images are used with size (20*20), then DWT transform is applied on 

the images for one level of decomposition to get four parts (LL , HL ,LH , HH), and the energy 

part is used only (LL of size (10*10) pixel) .  

3. After apply the first transform of the hybrid transform (DWT), then the second transform (DCT) is 

implemented on the result of (DWT) which is the LL part, the DCT used to compact the energy 

and to compress the features extracted without losing the features‘ characteristics.  

4. The SOFM is applied to the final features extracted from step 3. The clustering of the features 

extracted is occurred, such that similar features are grouped together and dissimilar features are 

grouped into their corresponding clusters. These clusters on the map are distinguished to represent 

the 58 Arabic handwritten characters (initial, final and some middle characters). The approach 
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suggested is implemented on 4060 Arabic handwritten characters images taken from the 

comprehensive database [24].  

 

Because the number of characters is very large, so we showed sample of them, this sample consist of 

20 samples for each character. Table (1) shows the number of images taken for each character, and 

table (2) shows the SOFM parameters used.  

 

Arabic alphabet Character number Arabic alphabet Character number 

 20 ظ 20 ء

 20 عـ 20 ا

 20 ـعـ 20 أ

 20 ع 20 بـ

 20 ـع 20 ب

 20 ؼـ 20 تـ

 20 ـؽـ 20 ت

 20 غ 20 ة

 20 ـػ 20 ثـ

 20 فـ 20 ث

 20 ؾ 20 جـ

 20 قـ 20 ج

 20 ق 20 حـ

ـك 20 ح  20 

 20 ك 20 خـ

 20 لـ 20 خ

 20 ل 20 د

 20 مـ 20 ذ

 20 م 20 ر

 20 نـ 20 ز

 20 ن 20 سـ

 20 هـ 20 س

 20 ـهـ 20 شـ

 20 ه 20 ش

 20 و 20 صـ

 20 يـ 20 ص

 20 ي 20 ضـ

 20 ى 20 ض

 20 ئـ 20 ط

 Total 1160 20 ظ

   20 عـ
 

Table (1) Number of images for each Arabic handwritten character used 

 

Patterns number 1160 

Map size 30*30 

Accepted error 0.000009 

Iterations number 20000 
 

Table (2) SOFM parameters 
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The efficiency obtained for these 1160 images for 58 Arabic handwritten characters was 92%. 

 

The clustering efficiency using SOFM can be calculated by using the following equation: 

 

no. of character nodes – no. of non cluster nodes  

                     no. of cluster nodes 

 

 Table (3) shows the classification rate for each character and the total rate.  

 

Arabic alphabet Classification rate Arabic alphabet Classification rate 

 %85 ـعـ %95 ء

 %85 ع %100 ا

 %85 ـع %100 أ

 %85 ؼـ %100 بـ

 %85 ـؽـ %100 ب

 %85 غ %100 تـ

 %85 ـػ %100 ت

 %90 فـ %90 ة

 %90 ؾ %100 ثـ

 %100 قـ %100 ث

 %85 ق %95 جـ

 %85 كـ %95 ج

 %95 ك %95 حـ

 %95 لـ %95 ح

 %90 ل %95 خـ

 %95 مـ %95 خ

 %85 م %90 د

 %100 نـ %90 ذ

 %85 ن %90 ر

 %90 هـ %90 ز

 %85 ـهـ %95 سـ

 %100 ه %95 س

 %100 و %95 شـ

 %100 يـ %95 ش

 %85 ي %95 صـ

 %90 ى %90 ص

 %90 ئـ %95 ضـ

 Total 92% %90 ض

   %90 ط

   %90 ظ

   %85 عـ
 

Table (3) Classification rates for 1160 Arabic handwritten character 

 

Figures (4) show the distribution of the images‘ features extracted regarding their similarities and 

dissimilarities grouped as clusters on the map size of 30x30 nodes. 

Note: some of characters don't represented because the size of figure here doesn't enough. 
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 ت ت ض ت ت سـ سـ سـ د د  د أ أ أ عـ ا ا خـ  خـ  جـ جـ جـ

 ت  ت ت جـ ط سـ  د  د  حـ  أ أ  ا ضـ خـ  خـ  جـ ش

 ز ت ت  ت سـ  سـ  د  د   أ  ا ا ا خـ خـ  جـ  جـ

 ج  ج   ذ  ذ  د  د حـ أ     سـ خـ  خـ  جـ جـ

 عـ ج  ج ذ  ذ  ثـ  ثـ  حـ حـ حـ  ا ا سـ ج ج ج د خ خ

 ج  ج   ذ  ذ  ثـ  ثـ ر ص  حـ سـ  سـ ج   خ  خ

 ج  ج ج حـ حـ  حـ ثـ  ثـ   بـ    سـ سـ ج ج ج خ خ خ

 ح  ح خـ حـ  حـ   ثـ  ثـ   بـ بـ سـ سـ   ج  عـ عـ عـ

 ـع ح ح خـ  حـ  حـ ثـ  ثـ  بـ    سـ  سـ ج  ج ت عـ ض

 ح    ء ء   جـ تـ  تـ  بـ  بـ  سـ  عـ ت ت ت ث ـع

 ح ح ح خـ   ء ء جـ  تـ تـ  ط  ط سـ  سـ عـ ت  ت ز 

 د خـ خـ ظ ء ء    تـ   ط  ط ط  عـ عـ   ت  ث ث

 جـ جـ جـ   ء   جـ تـ  تـ  ط  ط عـ ز عـ ت ت  ت  ث

  جـ  جـ ض   ض  ذ ذ ذ ط ط  ز ز   ب  ب ظ ث 

 جـ سـ جـ    ض ض جـ  ذ ذ ط  ز  ز  عـ  ب    أ

 ض  ض ض  ض ض  جـ ذ  ذ عـ ؾ  ز   عـ  ب  ب أ أ

 ؼـ  ا ـعـ ـعـ  ـعـ ـعـ ء  ء  عـ  ث  ز ز    ب   خـ

 ؾ ا  ضـ ضـ ـعـ ـعـ   ء  عـ   ث   ر ر  ب   أ 

 ؾ ا ا  ضـ ضـ  ـعـ ء ء  عـ عـ ث  ث  ر  ر ذ  ذ أ 

 ؾ  ضـ ضـ  تـ ـعـ ـعـ ء  ء شـ ز ث   ر  ر   ذ  أ أ

 صـ ضـ ضـ ضـ ضـ تـ ـعـ ز  ز ز  ز ث ج ث  ر  ر  ذ ذ ؾ ش

 صـ  صـ  ضـ   ب   ؼـ  ـعـ ـعـ   ر   ر ط ط  ش ش

   صـ  ء تـ ب    ؼـ ـعـ  ـعـ ـعـ ظ ظ  ط ط  ط ش  ش

 صـ  صـ ء  تـ  ب ب    ـعـ ـعـ  ظ ظ  ط  ط ط ش ش 

  شـ  ء ء  ب   ب ؼـ ـع ـع ـع فـ ظ  ظ ـع  ـع ـع   ش

ـش  شـ ء حـ تـ   ب   ـع  ـع فـ  فـ فـ  ـع ـع  ـع صـ فـ  

 شـ شـ  بـ بـ بـ بـ  ؼـ ؼـ ؼـ ـع ـع  فـ فـ فـ   ـع  ـع ـع صـ فـ

ضـ  ضــ صـ فـ
 ـ

 فـ  ش بـ بـ  بـ ؼـ  ؼـ   ـع   فـ قـ ض ض ض

ضـ ضــ ضــ  فـ
 ـ

  ش ش قـ قـ قـ قـ ؼـ ر  ر  ر قـ قـ قـ قـ  ض 

 ش  ش ط      ر  ر    ؼـ ؼـ   ض  ضــ  صـ خ

ـؼ ؼـ   ؼـ فـ  فـ ضــ ضــ صـ   ثـ  ثـ ثـ د  د   ر ر  ر 

 ثـ ثـ  ثـ  د  د ض  ا  ز ؼـ ؼـ  ؼـ ؼـ  فـ فـ شـ شـ  شـ

  ثـ  ثـ د  د د ض ا  ا  ؾ ؾ  ؾ  فـ  فـ  شـ شـ شـ

 ثـ ر ثـ  د أ  أ  ا  ا ز ؾ  ؾ ؾ ؾ  قـ قـ شـ  شـ شـ

 خـ  خـ خـ د  أ  ض  ا  ز ؾ ؾ  ؾ  قـ  قـ قـ   س

 ح   ح خـ  أ أ ض ا  ا    صـ قـ قـ قـ قـ  قـ س س 

 ؼـ ح  ح خـ س ـعـ  ض ظ  ظ ز ز صـ صـ قـ ؾ  ؾ ؾ ؾ   س

 ح ح ح  خ  خ ظ ظ ظ  ظ  صـ صـ  صـ ؾ ظ ش  ش س س س

 ح ح  ح خ   ب ب   فـ  صـ صـ  شـ شـ ظ  ش  س  ـعـ

 صـ  ح   خ خ   ب  ـع بـ     ظ  ش ش ش حـ ذ حـ

 ث  ث ث خ خ  ب ب  ب ء بـ  بـ  شـ  ظ ظ  ظ  حـ 

  ث    خ   تـ  تـ   بـ  بـ شـ  س س س  حـ  حـ

 ث   ث خ  خ تـ  تـ  تـ   بـ  شـ س  س  س  حـ 

 ذ ث ث  خ خ عـ تـ تـ  تـ  ص   بـ ح  س  س س س ؼـ س

 

Figure (4) the topological relationships between Arabic handwritten characters images corresponding to their feature 

coefficient vectors extracted by the hybrid transform and distributed by SOFM. 

VI.   CONCLUSION 

Offline handwritten Arabic character recognition is a difficult problem, because of the great amount 

of variations in human handwriting. Recognition approaches heavily depend on the nature of the data 

to be recognized. Since handwritten Arabic characters could be of various shapes and size, the 

recognition process needs to be much efficient and accurate to recognize the characters written by 

different users. Also the recognition process depend on the features extraction methods. 
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Such as when Discrete Cosine Transform DCT had been applied the results obtained were not 

encouraging.  When wavelet transform had been applied also approximately the same results had 

been obtained. But when we applied the hybrid transform (Discrete Wavelet Transform & Discrete 

Cosine Transform DCT) the results are distinguishably improved. The results show that the proposed 

system has a very good accuracy in Arabic character handwritten recognition; the grouping rate 

achieved was 92% on 580 Arabic handwritten characters. 

 

Different transforms can be combined and implemented for recognition the Arabic handwritten 

characters. It can be extended for the recognition of words, sentence and documents.  

Another research interest will be on the character images degraded or blurred by various reasons. 

This approach can be used in multilingual character recognition as well. 

Some suggestions for future work can be suggested, such as Arabic texts might have short marks, 

these marks are written as strokes and can affect recognition owing to their location either above or 

below the characters, like dots. Therefore, these marks need to be recognized and a distinction made 

between them and the dots. 
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